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We present an ongoing study which profits from the Suomi24 data resource. The study is               
part of the project ​Whose welfare state? ​at the University of Turku. The project combines               
discourse analysis, sociology and natural language processing to explore people’s          
expression of attitudes towards the welfare state system in different contexts ranging from             
institutional documents and media texts to internet discussion fora. In sociology and social             
policy, attitudes towards different dimensions of the welfare state are mostly examined            
through survey data (see, however, Saari, Behm & Lagus 2017). Our project brings new              
perspectives​ ​to​ ​the​ ​study​ ​of​ ​these​ ​attitudes​ ​by​ ​the​ ​use​ ​of​ ​naturally​ ​occurring​ ​data. 
  
In this paper, we focus on exploring how the general public discusses welfare provision to               
the poor. According to previous studies on survey data, Finns overall do not blame the poor                
for their situation and consider supporting them as legitimate (e.g., Niemelä 2008). However,             
Laihiala & Ohisalo (2017) show that online discussions feature a different attitude: blaming             
the poor and delegitimation of social allowance is common. Similar findings have been             
reported​ ​by​ ​Saari​ ​&​ ​al.​ ​(2017)​ ​and​ ​Suur-Askola​ ​(2017). 
 
In order to profit from the entire 2,3 billion token Suomi24 corpus, we applied topic modeling,                
an unsupervised machine learning method to explore large volumes of unlabeled text (e.g.,             
Blei, Ng, & Jordan 2003; Rehurek & Sojka 2010). Topic modeling is widely applied in many                
fields utilizing large language resources, such as digital discourse analysis, social and            
political sciences and journalism. For instance, topic modeling has been shown to be helpful              
in identifying important news items (Krestel & Mehta 2010) and in exploring the development              
of news article topics over time (Jacobi et al. 2013). In this study, we used ​structural topic                 
modeling (STM), implemented in R (package stm, version 1.3.0). In this model, a topic is               
specified as a mixture over words and each word is associated with a probability of               
belonging to a topic. Similarly, a document constitutes a mixture of topics, i.e., a given               
document can consist of multiple topics. Additionally, STM allows the inclusion of metadata             
associated with the documents. For instance, time can be included as a covariate that can               
either influence the prevalence or the content of the topics (see Roberts et al. 2013; Roberts                
et​ ​al.​ ​2016a).  
 
In order to set up the data for the study, we first extracted from the Suomi24 corpus all                  
discussion comments that included the lemma ​köyhä ​‘poor’ or one of its 14 near synonyms.               
The lemmas were retrieved with a version of the data set analyzed with the Finnish               
Dependency Parser (Luotolahti et al. 2015) and the near synonyms were identified with the              
Word2Vec algorithm (Mikolov et al. 2013). Finnish models are available at           
http://bionlp-www.utu.fi/wv_demo/​. This yielded us a corpus of 378,387 comments. In this           
talk, we focus on the comments published in 2014. After relatively heavy preprocessing to              
clean the data from duplicates and linguistically uninteresting material such as punctuation            
and​ ​pronouns,​ ​the​ ​final​ ​data​ ​set​ ​consisted​ ​of​ ​32,407​ ​comments. 

http://bionlp-www.utu.fi/wv_demo/


 
Then, STM was fitted to the final data set. We also included two covariates to the model:                 
length of the comment to capture linguistic complexity and the month of the posting to               
capture potential seasonal differences. To estimate the number of topics for these data, we              
used a spectral initialization method which has been shown to offer good performance on              
large data sets (see Roberts et al. 2016b). A solution with 46 Topics was estimated to have                 
the​ ​best​ ​fit​ ​to​ ​the​ ​data.  
 
In the exploration of the Topics, we firstly analyzed 25 keywords estimated for each Topic.               
This revealed that the topic modelling solution makes sense: the keywords create            
semantically meaningful groupings which reflect different areas of public debate concerning           
welfare provision to the poor. Among others, these areas include political decisions, religious             
principles​​ ​​and​ ​consumption​ ​habits.  
 
Second, we examined the co-variation of the length of the comment with the Topics.              
Preliminary analysis of some of the Topics give promising indications on the relation of the               
topic with the comments’ pragmatic functions. For example, the prevalence of the Topic             
number 28 (vulgar comments judging the poor) was negatively correlated with the length of              
the comment while the effect of length was not statistically significant with the Topic number               
36 (sharing news concerning food aid lines). Shorter comments thus seem to be related with               
insults and strong judgement. Further, both topics were strongly influenced by the month of              
the posting: the prevalence of the topics degreased after January but started to rise again               
during the summer and peaked between August and September. This seasonal effect was             
far​ ​stronger​ ​for​ ​Topic​ ​36.  
 
In order to understand more closely how the Topic model solution reflects the debate on               
welfare provision, we will compare the Topics with the sociological criteria of deservingness             
(see Van Oorschot 2006): control over neediness, level of need, identity, attitude, and             
reciprocity. These criteria are often used to describe the deservingness of help of different              
social groups: who deserves to be helped and why. We will analyse which criteria can be                
identified in the different Topics and in which manner. Overall, our objective is to provide               
social scientists and policy makers with useful information concerning attitudes towards           
welfare​ ​provision​ ​as​ ​expressed​ ​in​ ​the​ ​Suomi24​ ​discussion​ ​forum.  
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